A Current-mode Spiking Neural Classifier with Lumped Dendritic Nonlinearity
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Abstract—We present the current mode implementation of a spiking neural classifier with lumped square law dendritic nonlinearity. It has been shown earlier that such a system with binary synapses can be trained with structural plasticity algorithms to achieve comparable classification accuracy with less synaptic resources than conventional algorithms. Hence, in our address event based implementation, we save $2 - 12X$ memory resources in storing connectivity information. The chip fabricated in 0.35µm CMOS has 8 dendrites per cell and uses two opposing cells per class to cancel common mode inputs. Preliminary results show the chip is functional and dissipates 30nW of static power per neuronal cell and 422pJ/spike.

I. INTRODUCTION AND MOTIVATION

Spiking Neural Networks (SNN), considered to be the third generation of neural networks, was proposed due to the advent of neurobiological evidences [1] which suggested that biological neural systems use timing of action potentials or ‘spikes’ to convey information. These types of network are considered to be more bio-realistic and computationally more powerful than its predecessors. The computational units of SNN communicate through spikes which are equivalent to noise robust digital pulses, so SNN are well suited for low-power, low-voltage very large scale integrated circuit (VLSI) implementations. Thus, while theoretical studies on SNN have progressed on one hand, in parallel, neuromorphic engineers have implemented low-power VLSI circuits that emulate sensory systems [2], [3] and higher cognitive functions like learning and memory.

With the arrival of Brain Machine Interfaces, wearable devices, internet of things, etc. there is also a pressing need for area and energy efficient on-chip implementation of supervised classifiers. To fulfill this demand we are looking for hardware implementation of area and power optimized spiking neural classifiers. Recently in [4], [5], structures have been proposed inspired by the non-linear properties of dendrites in neurons which require much less synaptic resources than other neuromorphic designs. Moreover, the learning of these structures involves network rewiring of binary synapses which is comparable to the structural plasticity observed in biological neural systems. Specifically the learning algorithm tries to find the best ‘combinations’ of input on each dendrite to improve the performance. This choice of connectivity can be easily implemented in hardware by exploiting address event representation (AER) protocols, commonly used in current Neuromorphic systems, where the connection matrix is stored in memory.

In this work, we present a current mode implementation of the above neural classifier and show preliminary results from a chip fabricated in 0.35µm CMOS to prove functional correctness.

II. BACKGROUND AND THEORY

In [4], [6], the authors have suggested classifiers employing neurons with non-linear dendrites (NNLD) and binary synapses. Due to the presence of binary synapses, the learning in these type of architectures happen not by weight update but by morphological changes of the connections between inputs and dendrites. Thus, these architectures are amenable for neuromorphic implementation employing AER protocols. We invite the reader to look into [4], [6] for a detailed description of the architectures and learning rules. In this paper, we present a circuit to implement the method proposed in [6] which has comparable performance as other spike based classifiers such as [7] but use 12X less synaptic resources. Hence, our implementation requires correspondingly less memory.

Briefly, the classifier architecture comprises of two NNLD, each of which has $m$ identical dendritic branches with $k$ excitatory synapses per branch. If a $d$–dimensional input vector $x\ (d >> k)$ is input to this system, then each synapse is excited by any one of the $d$ dimensions and the output response of $j^{th}$ dendritic branch is given by $z_j = b(\sum_{i=1}^{k} w_{ij} \cdot x_{ij})$. Here $b()$ is a model of the dendritic nonlinearity given by $b(x) = x^2/f_{thr}$, $w_{ij}$ is the synaptic weight of the $i^{th}$ synapse on
the $j^{th}$ branch and $x_{ij}$ the corresponding input. The overall output $f(x)$ of a single neuronal cell is given by:

$$f(x) = f\left(\sum_{j=1}^{m} b_0 \left(\sum_{i=1}^{k} w_{ij} x_{ij}\right)\right) = K \times \sum_{j=1}^{m} b_0 \left(\sum_{i=1}^{k} w_{ij} x_{ij}\right) \quad (1)$$

where $f()$ denotes the linear neuronal current-frequency conversion function. In [6], the output of the two cell architecture was calculated by noting the difference of the output of the two NNLD:

$$y = g[f_+(P) - f_-(N)] = g[K \times (P - N)] \quad (2)$$

where the function $g$ depends on the task. For example, it is a heaviside function for classification.

In [6], each of $f_+$ and $f_-$ are spike trains obtained from a spiking neuron and the comparison is done in a WTA. However, for our implementation, we found this has the problem of high common mode current at the input of the spiking neurons leading to frequency saturation. Hence, we modified the architecture to a differential one as shown in Fig. 1 with the following equation:

$$y = g[f_+(P - N) - f_-(N - P)] = g[2K \times (P - N)] \quad (3)$$

III. VLSI IMPLEMENTATION OF NEUROMORPHIC IC

A. Architecture

The VLSI architecture of the implemented neuromorphic IC is shown in Fig. 2, where AER is used to provide the synaptic input. A Differential Pair Integrator (DPI) circuit has been used to implement the synaptic function of neuron where it is possible to achieve the linear filtering property of each synapse [8] by proper biasing. This linear filtering property is implemented here to replace all the synapses in one dendritic connection by a single shared synapse drastically reducing the effective layout area of the IC.

This IC is interfaced with an FPGA controller which generates input spikes and addresses as shown in Fig. 3. The learnt sparse connectivity matrix is stored inside the FPGA memory in a very compressed form by using two look up tables. Based on the input line address, the controller reads the connectivity information of the address line from the memory, and generates $n$-bit decoder address to route the spike to the proper dendrite. Spikes from the FPGA output reaches the synapse circuit input through a proper dendrite. Spikes from the FPGA output reaches the synapse circuit input through a proper dendrite. Spikes from the FPGA output reaches the synapse circuit input through a proper dendrite. Spikes from the FPGA output reaches the synapse circuit input through a proper dendrite. Spikes from the FPGA output reaches the synapse circuit input through a proper dendrite. Spikes from the FPGA output reaches the synapse circuit input through a proper dendrite.

The overall output $f(x)$ of a single neuronal cell is given by:

$$f(x) = f\left(\sum_{j=1}^{m} b_0 \left(\sum_{i=1}^{k} w_{ij} x_{ij}\right)\right) = K \times \sum_{j=1}^{m} b_0 \left(\sum_{i=1}^{k} w_{ij} x_{ij}\right) \quad (1)$$

where $f()$ denotes the linear neuronal current-frequency conversion function. In [6], the output of the two cell architecture was calculated by noting the difference of the output of the two NNLD:

$$y = g[f_+(P) - f_-(N)] = g[K \times (P - N)] \quad (2)$$

where the function $g$ depends on the task. For example, it is a heaviside function for classification.

In [6], each of $f_+$ and $f_-$ are spike trains obtained from a spiking neuron and the comparison is done in a WTA. However, for our implementation, we found this has the problem of high common mode current at the input of the spiking neurons leading to frequency saturation. Hence, we modified the architecture to a differential one as shown in Fig. 1 with the following equation:

$$y = g[f_+(P - N) - f_-(N - P)] = g[2K \times (P - N)] \quad (3)$$

A. Architecture

The VLSI architecture of the implemented neuromorphic IC is shown in Fig. 2, where AER is used to provide the synaptic input. A Differential Pair Integrator (DPI) circuit has been used to implement the synaptic function of neuron where it is possible to achieve the linear filtering property of each synapse [8] by proper biasing. This linear filtering property is implemented here to replace all the synapses in one dendritic connection by a single shared synapse drastically reducing the effective layout area of the IC.

This IC is interfaced with an FPGA controller which generates input spikes and addresses as shown in Fig. 3. The learnt sparse connectivity matrix is stored inside the FPGA memory in a very compressed form by using two look up tables. Based on the input line address, the controller reads the connectivity information of the address line from the memory, and generates $n$-bit decoder address to route the spike to the proper dendrite. Spikes from the FPGA output reaches the synapse circuit input through a $n$-bit to $2^n$-bit address decoder followed by digital switches. There are total $2^{(n-1)}$ P-cell and $2^{(n-1)}$ N-cell dendritic branches connected to a NEURON block, where the shared synapse circuit in each dendrite is followed by a square-law nonlinear circuit. The difference of the total current of $2^{(n-1)}$ P-cells and $2^{(n-1)}$ N-cells appears to the input of the neuron block and is converted to equivalent output spikes. The output of the neuron block is digitized for the proper handshaking of the IC with the FPGA in the form of a REQ and ACK signal. We have only implemented one cell to compute one term in eq (3). The 2nd term is computed by reusing the same neuron with flipped inputs and the final decision is taken on the FPGA.
As mentioned in [8], the bias voltages excited with continuous pulse train of average frequency of \( f_{\text{ave}} \) and pulse duration \( \Delta t \), its steady-state output current (average of the output transient current) will hold a linear relationship with the input frequency. The relationship has been derived in [8] as

\[
I_{\text{syn}}(t) = I_{0}\text{e}^{-(t-t^*)/\tau_s}
\]

where \( \tau_s = \frac{C_{\text{syn}}V_{\text{th}}}{\kappa U_T} \), \( \kappa \) is the subthreshold slope factor, and \( U_T \) is the thermal voltage. This synapse circuit when typically excited with continuous pulse train of average frequency of \( f_{\text{in}} \) and pulse duration \( \Delta t \), its steady-state output current (average of the output transient current) will hold a linear relationship with the input frequency. The relationship has been derived in [8] as

\[
I_{\text{syn}}(t) = K_{\text{syn}} \times (\Delta t) \times f_{\text{in}}
\]

Here \( K_{\text{syn}} \) is a constant set by \( V_w \), \( V_{\text{THR}} \) and \( V_T \). Simulation results for this block shown in Fig. 4(a) demonstrate the expected linearity.

### C. Square Block Circuit

We have designed the current mode squaring circuit given in Fig. 2(c) as described in [5]. Transistors \( M_{S2}, M_{S1}, M_{S3} \) and \( M_{S5} \) form a translinear loop. Hence, the current through \( M_{S5} \) is expressed as given in Equation 6. The transistor \( M_{S5} \) is biased to pass a maximum current of \( I_{\text{sat}} \) (set by \( V_{BSAT} \)).

\[
I_{\text{SOUT}} = \frac{(I_{\text{in}} - I_{\text{SLK}})^2}{I_{\text{STHR}}}
\]

\( I_{\text{STHR}} \) is the dc current through \( M_{S4} \) set by its Gate voltage \( (V_{\text{STHR}}) \).

### D. Neuron Circuit

The circuit diagram of the implemented neuron has been shown in Figure 2(d). Here is one integrating capacitor \( C_{\text{MEM}} \), inverter \((M_4 \text{ and } M_5) \) with positive feedback circuit \((M_1, M_2 \text{ and } M_3) \) to \( V_{\text{MEM}}, M_{\text{REF}} \) and \( M_{\text{rst}} \) to control the refractory period of the neuron, leakage transistor \( (M_{\text{LK}}) \) for controlling the minimum \( I_{\text{OUT}} \) to start charging of \( C_{\text{MEM}}, M_{\text{REQ}} \) and \( M_{\text{REQ2}} \) to generate \( \text{REQ} \) signal to the FPGA, and \( M_{\text{ACK}} \) to be turned on for an \( \text{ACK} \) from FPGA. The output current of the square block \((I_{\text{SOUT}}) \) is integrated by \( C_{\text{MEM}} \) to generate the profile of the Membrane voltage \((V_{\text{MEM}}) \). As \( V_{\text{MEM}} \) increases and approaches the switching voltage of the inverter \((M_4-M_5) \), the feedback current starts flowing through \( M_1-M_2 \) causing a sudden rapid increase of the \( V_{\text{MEM}} \) profile. \( C_{\text{MEM}} \) is quickly discharged back to ground through the reset transistor \( M_{\text{rst}} \), the on-resistance of which is controlled by \( V_{X2} \). When \( C_{\text{MEM}} \) is fully discharged, \( V_{X1} \) is driven back to \( V_{CC} \) causing turning on of \( M_7 \). As long as \( V_{X2} \) is sufficiently high, \( M_{\text{sat}} \) is active and is clamped to ground. This is called the refractory period of the neuron, and hence there will be no \( \text{REQ} \) pulse generated by the Neuron during this period. The entire current at the output of the square block will pass through \( M_{\text{rst}} \). The input-output characteristic (for negligible refractory period) can be represented by equation 7.

\[
f_{\text{OUT}} = K_{\text{neu}} \times (I_{\text{SOUT}} - I_{\text{NLK}})
\]

Figure 4(b) displays the above relation of \( f_{\text{OUT}} \) and \( I_{\text{SOUT}} \) and shows the increased linearity when refractory period is reduced.

Hence, combining equations 5, 6, and 7 we get the nonlinear relationship of the IC as given in equation 8 -

\[
f_{\text{OUT}} = K_{\text{neu}} \left[ \frac{(K_{\text{syn}} \times f_{\text{in}} - I_{\text{SLK}})^2}{I_{\text{STHR}}} - I_{\text{NLK}} \right]
\]

The neuromorphic IC and its FPGA controller interfacing is shown in Figure 3.
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Fig. 5: \( f_{out} - f_{in} \) characteristics with parameter variation. (a) \( V_w \) variation, (b) \( V_{\tau} \) variation, (c) \( V_{STHR} \) variation

IV. MEASUREMENT RESULTS

A. Characterization

Microphotograph of the fabricated chip is shown in Fig.
6. The DPI synapse, square block and the neuron combined
together forms a basic unit of the fabricated chip governed
by equation (8). We have found all blocks to be functional
show some characterization results here. First, we show
the effect of increasing synaptic weight by changing \( V_w \)
from 0.5V to 0.56V. Figure 5a shows the measured plots
where the slope increases as expected. Next, we changed \( V_{\tau} \)
of the synapse from 2.92V to 2.98V. As this is a PMOS
transistor, the fall time constant of the synapse increases with
\( V_{\tau} \). This increases the average output current of the synapse
as well. Fig. 5b plots the desired transfer characteristics for
different \( V_{\tau} \). In Fig. 5c, the input and output frequencies are
plotted for different threshold voltage of the square block.
As the threshold voltage increases, current decreases (PMOS
transistor). Therefore the output current of the square block
also increases which increases the output frequency as well.

B. Pattern Classification

For a preliminary case study, a two-class classification
problem of 400 dimensional binary spike trains as discussed
in [6] is shown here. The connectivity matrix for the task is
learnt in software and stored in FPGA memory. A 400 ms
sequence of pulse trains along with the input line addresses
are generated as input where the two binary values are mapped
to poisson spike trains with mean firing rates of \( f_{HIGH} = 250 \)
Hz and \( f_{LOW} = 1 \) Hz respectively. The computed classification
error for 100 random patterns split equally into the two classes
is found to be 16%, whereas the software shows an error of
8%. The difference is attributed to mismatch among dendritic
branches and non square law behavior of the nonlinearity. Both
of these will be addressed in future through calibration.

V. CONCLUSION AND DISCUSSION

In this paper, we present the VLSI circuit design in 0.35\( \mu \)m
CMOS of a neuromorphic spike based classifier with 8 non-
linear dendrites per neuron and 2 opponent neurons per class.

We present characterization results to prove functionality of all
sub-blocks and finally some preliminary results of classifying
complex spike-based high dimensional binary patterns. The
classification accuracy is 84% for 100 patterns into two
classes–8% less than software due to transistor mismatch
and non-square law behavior of dendrites. Future work will use
calibration to improve accuracy.
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